
 
 

  
Abstract— A dream of humanoid robot researchers is to 

develop a complete “human-like” (whatever that means) 
artificial agent both in terms of body and brain. We now have 
seen an increasing number of humanoid robots (such as 
Honda’s ASIMO, Aldebaran’s Nao and many others). These, 
however, display only a limited number of cognitive skills in 
terms of perception, learning and decision-making. On the 
other hand, brain research has begun to produce 
computational models such as LIDA. In this paper, we propose 
an intermediate approach for body-brain integration in a form 
of a scenario-based distributed system.  Busy hospital 
Emergency Departments (ED) are concerned with shortening 
the waiting times of patients, with relieving overburdened 
triage team physicians, nurses and medics, and with reducing 
the number of mistakes. Here we propose a system of cognitive 
robots and a supervisor, dubbed the TriageBot System that 
would gather both logistical and medical information, as well as 
take diagnostic measurements, from an incoming patient for 
later use by the triage team. TriageBot would also give 
tentative, possible diagnoses to the triage nurse, along with 
recommendations for non-physician care Some of the robots in 
the TriageBot System would be humanoid in form, but it is not 
necessary that all of them take this form. Advances in 
humanoid robotic design, in sensor technology, and in cognitive 
control architectures make such a system feasible, at least in 
principle. 

I. INTRODUCTION 

When we think of an emergency department (ED) we often 
think of severe trauma patients arriving by ambulance or 
even by helicopter.  However, there are many patients with 
significantly less severe ailments, who arrive by car or walk 
in on foot.  For these patients, the triage nurse provides a 
vital role by performing tasks such as gathering data from 
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the patient, taking diagnostic measurements, assessing the 
severity of the patient's condition for ordering priority of 
treatment, and updating the patient's data at timely intervals.  
While there may be a role for robots to play in the severe 
trauma situations, this paper focuses on the less severe cases 
with particular emphasis on the role of the triage nurse and 
how robots may be used to assist the nurse in the 
performance of his/her duties.  There have been other 
robotic projects designed to assist in health care, such as the 
Nursebot Project which assists the elderly [1], but the system 
of this paper is the first to address the use of robots in the 
ED. 

Modern emergency triage requires safe and efficient 
operations to deliver acute care.  Triage is simply the 
allocation of emergency services to patients based on the 
severity of their condition when resources are scarce. The 
intent is that the sickest patient receives emergency care first 
[2].  Modern emergency triage in acute care is no longer a 
simple act of sorting ED patients to prioritize the sickest 
patient to have emergency care.  Current overcrowding in 
hospitals demands ED’s to hold patients waiting for 
admission. This causes a back up in ED triage and ED 
throughput to a much slower pace [3].   To improve ED 
throughput triage teams accomplish an extensive assessment 
of vital signs, electrocardiogram, laboratory tests, medical 
history and social history (smoking, drug, home 
medications, years of education, etc.).  Often triage starts 
treatment to include the administration of intravenous fluid, 
medications, splinting, bandaging and ordering other tests 
[4][5].  Triage clinicians are further responsible to enter this 
information into the electronic medical record to 
communicate to the emergency department core and hospital 
[6]. Triage is now the intake center of the ED and often the 
hospital [7].   The numbers of rooms, personnel, and 
different disciplines required for triage depends on the 
number of patient visits per day at an individual emergency 
department.  Management of this complex system is critical 
to the fair distribution of emergency services.  Coordinated 
by a registered nurse, the triage team is comprised of 
registration clerks, paramedics, nurses, physicians and 
police.  There is inherent variability in patient arrival times.  
Timing of acute illness and injury is difficult to predict as is 
the severity of the presentations [8][9]. This unpredictability 
plus overcrowding, limited clinical personnel and healthcare 
resources can quickly lead to a hectic situation with long 
waiting times and poor healthcare consequences.  [9][10]. 

The Institute of Medicine has identified ED overcrowding 
as a major public health problem [11].  Increases in patient 
presentations and the ED boarding of hospital admitted 
patients waiting for hospital beds cause congestion in the 
triage area and prolonged waiting times for treatment.  It is 
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reported that prolonged ED waiting times have poor 
outcomes.  Increased patient mortality, time to treatment for 
infections, blood clots and pain are reported.  Patient 
satisfaction decreases with long waiting times [10].  There 
are anecdotal and media reports of deaths in the ED waiting 
room [12]. There are health care disparities reported 
regarding increased waiting times to see the provider in the 
United States for the uninsured, low-income, African-
American and Hispanic populations and female gender [13].  
There are further implications that a crowded ED negatively 
impacts the ED’s ability to respond in a mass casualty 
situation [11].  In contrast, team triage systems, 
computerized triage adjuncts and placing physician orders at 
triage improves ED throughput [5]. Novel strategies for ED 
triage are necessary to meet the resource and patient-safety 
demands of the acute care emergency setting.  Robot 
assistants in the ED triage may improve ED throughput and 
provide a safer environment. 

Let us review a typical scenario involving the interaction 
between a patient, a nurse and other personnel in the ED.  
Patients present to the ED by ambulance, ambulatory or 
wheelchair assist.  They are alone or with one or more 
family and/or friends.  ED patient visitors arrive at any time 
before or after the patient.  A police or security officer is in 
or around the entry points to triage.  When the patient arrives 
they must register.  During this registration process a variety 
of information is gathered, such as patient’s primary 
complaint and data (including age, gender, race and primary 
language) as well as consent forms filled out and signed.  
Typically this is accomplished by a registration clerk.  If the 
patient’s primary complaint seems life threatening (chest 
pain, profuse bleeding, loss of consciousness or difficulty 
breathing), the registration clerk alerts the clinical staff for 
immediate evaluation.  If not, the registration process is 
completed and the patient either waits in the waiting room or 
is evaluated by the clinical staff.  The clinical staff collects 
basic diagnostic data is measured, including blood pressure 
(BP), pulse rate, blood oxygen saturation, respiration rate, 
height and weight.  Additionally, the nurse asks the patient 
questions including:  “What is the chief complaint?” and 
“Where is the pain?”.  Most hospitals’ ED triage intake 
information has grown to include additional assessments 
including highest level of education, vaccine history and 
allergies.  Much of this information has become required 
computer fields for the nurse to complete before the patient 
may move through the system [6].  The nurse may also use 
Visual Analog Scores to assess pain levels, shortness of 
breath, etc.  These Visual Analog Scores are graphical icons 
used to depict severity of pain and discomfort.  From this 
information the nurse produces an Emergency Severity 
Index (ESI) score [14], assessing the patient's condition. An 
additional ESI score may be estimated by a computer 
program as well [15].  At this point, the clinical staff makes 
a schedule to check back with the patient on a timely basis, 
for example every 10 minutes, where the time interval is a 
function of the patient's condition.  Finally, the patient is 
assigned an ED bed or goes to the waiting room of the ED 
where the triage team is responsible to observe the patient 
until assignment to an ED bed.  An illustration of this 

scenario for an ED that has 100-125 visits per day is shown 
in Figure 1a.   

A safer more efficient system using robot assistants is 
proposed in Figure 1b.   In this scenario, robots are placed to 
assist the triage team.  The triage team and patients interact 
with the robots to register and make initial assessments.  The 
robots are able to input into the electronic medical record in 
real time.  Robots help patients or family enter their own 
information using a touch-pad computer screen to relieve the 
majority of the data entry burden from the triage team.  The 
robots update the patients on current wait times.  The triage 
teams use the robots to, through the use of cameras; visually 
inspect and listen to the waiting room and/or a specific 
patient.  The robots could relay pre-programmed critical 
information to alert the clinicians in case of a situation that 
requires immediate clinical attention like chest pain. The 
clinical teams use information gathered by the robot freeing 
the triage teams for patient care and to determine the best 
care plan for each patient.  Use of the triagebot system 
improves efficiencies, throughput and patient safety. 

 

 
 

Figure 1:  An emergency room environment, (a) current 
environment with not robots and (b) with robot triage nurse 

assistants. 

II. SYSTEM OVERVIEW 
The TriageBot System consists of an overall supervisor 

responsible for the “big picture” of all the activities in the 
ED and a collection of individual robots responsible for 
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various activities within the ED.  We envision the supervisor 
as well as each of the robots being implemented as cognitive 
agents, and these cognitive agents would then coordinate and 
collaborate with each other.  While it is also the case that the 
broader role of the supervisor would entail it giving some 
commands to the robots, it will not be a master-slave system 
in which the robots are somewhat dumb and the intelligence 
is concentrated in the supervisor.  All of the agents within 
the system will also communicate and interact with the 
doctors and nurses, and the robots will also interact with the 
patients.  This is illustrated in Figure 2. 

The robots in the TriageBot System may take many forms.  
Robots that need to be able to manipulate items or interact 
with patients using gestural interfaces may need to have a 
humanoid form.  Robots used primarily to gather patient 
data, such as during the registration process may take the 
shape of a smart kiosk, similar to an Automatic Teller 
Machine (ATM) where buttons, touchscreens, digital 
signature pads and possibly voice (e.g., as in the Dragon 
Medical Mobile Search Application by Nuance) are well 
suited to gathering information.  Other robots may need to 
be mobile in order to transport various items.  A possible 
platform might be the PR2 robot from Willow Garage.  A 
robot designed primarily to measure diagnostic data may 
have the form of a “smart chair” equipped with sensors for 
measuring blood pressure, blood oxygen saturation, pulse 
rate, respiration rate, height and weight. However, in all 
cases we envision the robot to need a cognitive architecture 
to provide the combination of intelligence and adaptability 
to deal with the dynamic complex requirements of the ED.  
Additionally, they will need network connections to provide 
full communication with the supervisor, doctors and nurses.  
The network is most likely to be a typical Local Area 
Network (LAN) and communication between the elements 
supported by appropriate middleware such as YARP 
described in [16] [17]. 

 

 
Figure 2: A network diagram for the TriageBot System. 

 

III. THE MAIN ELEMENTS OF THE TRIAGEBOT SYSTEM 
The main robots and agents of the TriageBot System are 

now described in greater detail.  We will describe them in 
the order in which a patient is likely to encounter them. 
 

A. Robot Registration Assistant 
The Robot Registration Assistant would be at the 

registration desk and would be the first robot encountered by 
the patient.  This robot will have a humanoid form and will 
need a high degree of ability to interact with the patient.  It 
must be able to recognize humans and track them in its 
environment.  Additionally, it must be able to engage in 
basic conversation with the registering patients.  Of course, 
it must also be able to interact with the other agents in the 
system.   

This robot will gather basic patient data such as name, 
address, telephone numbers, insurance information, etc.  It 
will also start gathering some diagnostic data by asking such 
questions as “What is the chief complaint?”, “Where is the 
pain?” and  “What is the level of pain?”. Visual Analog 
Scores may be used to assess pain levels, shortness of 
breath, etc.  The methods of interaction used for gathering 
this data may include voice dialog and touch sensitive 
screens as may be encountered in a smart kiosk.  This data is 
entered into the patient’s file, and then the patient is directed 
to the Robot Triage Nurse Assistant for gathering other 
diagnostic data. 

B. Robot Triage Nurse Assistant 
This robot is likely to have a specialized form designed 

specifically for taking measurements.  A likely form is that 
of a chair instrumented with the necessary sensors.  These 
measurements will include blood pressure, pulse rate, blood 
oxygen saturation, respiration rate, height and weight.  From 
this information an ESI score, assessing the patient's 
condition and priority in the triage queue, may be calculated 
and all data entered into the patient’s file where it is 
available to the other agents in the system including the 
doctors, nurses and medics.   

In general, the high-level interaction skills of this robot are 
less complex than the others, since its duties are more 
specifically prescribed.  On the other hand, it will require a 
higher level of motor skills since it will be responsible for 
taking measurements directly from the patients.  After this 
data is gathered, the patient is sent back to the waiting room 
where he/she will be monitored while waiting for treatment. 

C. Robot Monitoring Assistant 
After reviewing all the data collected, the Robot 

Monitoring Assistant selects an appropriate time interval for 
checking up on the patient in the waiting room.  This robot 
will periodically check to see if the patient is still in the 
waiting room, if they are conscious, and possibly take simple 
measurements such as blood pressure and pulse rate.  
Additionally, it may inquire about the level of pain.  There is 
some flexibility in the form of this robot.  It is likely to be a 
mobile robot and may or may not have humanoid 
characteristics.  It will require a substantial level of cognitive 
skill in order to interpret and respond to a wide variety of 
events and interactions in the waiting room. 

D. Supervisor 
The Supervisor will act as the central manager of all the 

robots, as well as providing an interface to hospital 
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personnel and databases, except for the doctors and nurses 
that interact directly with the patients.  They, of course, will 
still have the direct interfaces that they usually use.  
Additionally, there are likely to be sensors, such as cameras, 
monitoring the waiting room and possibly the treatment 
rooms.  These would enable the Supervisor to check for 
important events including whether a patient has fallen to the 
floor or whether a patient is still conscious. Finally, the 
Supervisor may calculate possible diagnoses and suggest 
early testing or other non-physician care. 

IV. ARCHITECTURAL CONCERNS 

A. Requirements for a Cognitive Robot in a Partially 
Structured Environment 

Humans process sensory data, and select and begin 
executing a response five to ten times a second [18].  
Humanoid robots, operating in human-like environments 
should also be able to process sensory data and choose 
actions at a similar rate of 5-10 Hz.  Humans deal 
continually with tremendous amounts of sensory data, much 
of it irrelevant, by employing their attention mechanisms as 
a filter. A humanoid robot “living” in a typical partially 
structured environment should also filter large amounts of 
sensory data using an attention mechanism. This implies that 
the robot must be capable of attentional learning, that is, of 
learning what to pay attention to. Such learning would seem 
to require both top-down and bottom-up processing, as well 
as the self-organization of concepts. The latter will also 
require self-derived representation, that is, perceptual 
learning. All this entails considerable bottom-up modifying 
of representations and organizing, combined with top-down 
analysis of performance.  

If a cognitive humanoid robot has humans or databases 
readily available, say for example, via a wireless internet 
connection, it might not have to be widely knowledgeable, 
being able to ask about what it doesn’t know. That, of 
course, requires that it be smart enough to know when it 
doesn’t know [19].  In order for a cognitive humanoid robot 
to rely on humans or databases for knowledge, it must have 
enough metacognitive ability to recognize its lack of 
knowledge.  A cognitive humanoid robot operating well in a 
human-like environment had best be controlled by a 
cognitive architecture capable of perceptual and attentional 
learning, as well as of higher-level cognitive processes such 
as metacognition [20] [21].  

B. Establish dynamic sensory-behavior linkages 
As the need for cognitive humanoid robots to become 

useful partners in our society increases, it is important to 
look beyond engineering-based control and learning 
approaches. For example, humans have the capacity to 
receive and process enormous amount of sensory 
information from the environment, integrating complex 
sensory-motor associations as early as two years old [22] 
[23]. Most goal-oriented robots currently perform only those 
or similar behavioral tasks they were intended for. Very little 
adaptability in behavior generation is exhibited when an 
important environmental event occurs. What is needed here 

is an alternative paradigm for behavioral task learning and 
execution. Specifically, we see cognitive flexibility and 
adaptability in decision making in our brain as a desirable 
design goal for the next generation of cognitive robots.  For 
example, human decision making is strongly influenced by 
our internal states such as emotions.  A change in internal 
state results in changes in our perception of which goals are 
more important. This type of decision making leads to more 
“acceptable” solutions rather than precise engineering 
solutions.  

Engineers have long used mathematical models and 
feedback loops to control mechanical systems. Limitations 
of model-based control led to a generation of intelligent 
control techniques such as fuzzy control, neuron-computing 
and reconfigurable control. The human brain, on the other 
hand, is known to process a variety of stimuli in parallel, to 
ignore stimuli non-critical to the task in hand, and to learn 
new tasks with minimum assistance. This process, known as 
cognitive or executive control, is unique to humans and 
some animals [24] [25] [26].  We consider this cognitive 
control capability as an important design principle for 
cognitive humanoid robots [27] [28]. 

C. Cognitive control architecture, perception, attention, and 
situational awareness  

As pointed out earlier, each of the robot assistants, as well 
as the software agent supervisor, will require a cognitive 
control architecture. Perception systems will play a critical 
role for the performance of the motor actions in each of the 
robots and in the supervisor. Each robot may encounter 
many percepts at any given moment, and many of them may 
be distractors for the current task. The limited capacity 
property of an attention system provides focus for the robots 
to search for appropriate actions in order to accomplish the 
given tasks. A significant role of the attention system is the 
determination of which chunks1 of information should be 
actively retained, and which may be safely discarded, for the 
current critical task success. Furthermore, the emergency 
department domain will require of each robot assistant, and 
of the supervisor, considerable situational awareness, that is 
“… the perception of elements in the environment within a 
volume or time and space, the comprehension of their 
meaning, and projection of their states in the near future.” 
[29] Situation awareness by triage robot assistants in an 
emergency department setting includes being aware of 
unexpected events and of the unpredictable behavior of 
patients. For these responsibilities, and more, we intend to 
use the Triage Nurse Assistant Architecture along with the 
LIDA cognitive control architecture derived from the LIDA 
cognitive model. 

D. Triage Nurse Assistant Architecture 
The software architecture for the triage nurse assistant 

robots is shown in Figure 3.  The same architecture may also 
be used for the Registration and Monitoring Assistant 
Robots as well. In this architecture an array of Perceptual 

                                                           
1  In this context, the term "chunks" is used to refer to the memory 

items that are utilized by the working memory. 
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Agents are used to detect external stimuli. These agents are 
designed to operate in parallel, independently perceiving 
information from incoming sensory data. Typically, as 
perceptual information is detected, that information should 
be sent concurrently along three separate control paths that 
provide for reactive, routine, and deliberative control 
processes.  

 
Figure 3: Triage Nurse Assistant Architecture 

Perceptual information flows to the Working Memory 
System (WMS), where it is combined with information 
coming from long-term memory (LTM) and the system’s 
evaluation and response systems. This combination 
facilitates categorization and compression of the incoming 
perceptual signals. The output of the WMS to the Central 
Executive Agent (CEA) is therefore a labeled and 
compressed representation of the current perceptual state 
with respect to the system’s current knowledge (LTM) and 
goals. 

As the flow of information enters the CEA, it may be used 
in a variety of ways. First, it may be used to trigger a new 
deliberative cycle, in which the system attempts to formulate 
a plan that helps the system meet its goals, given its current 
knowledge and the perceptual state. Second, the incoming 
information may be used to interrupt an on-going 
deliberative cycle. This can happen if a desired action can no 
longer be performed, or if an element of the compressed 
perceptual representation signals a high-priority state for 
which a plan must be developed. Finally, the incoming 
perceptual information may also be folded into a currently 
forming plan, but only if the new state information is 
consistent with the partial plan that has already been formed.  
The functions of the CEA are supported by the Relational 
Mapping System.  

E. The LIDA Model and its Architecture 
The LIDA model [20] [30] [31] is a comprehensive, 

conceptual and computational model covering a large 
portion of human cognition2. Based primarily on Global 
Workspace theory [32] [33], the model implements and 
                                                           

2  “Cognition” is used here in a particularly broad sense, so as to 
include perception, feelings and emotions.  

 

fleshes out a number of psychological and 
neuropsychological theories. The LIDA computational 
cognitive architecture is derived from the LIDA cognitive 
model. The LIDA model and its ensuing architecture are 
grounded in the LIDA cognitive cycle. Every autonomous 
agent [34], be it human, animal, or artificial, must frequently 
sample (sense) its environment and select an appropriate 
response (action). More sophisticated agents, such as 
humans and cognitive robots, process (make sense of) the 
input from such sampling (be situation aware) in order to 
facilitate their decision making. The agent’s “life” can be 
viewed as consisting of a continual sequence of these 
cognitive cycles.  

F. The LIDA Cognitive Cycle 
The LIDA model hypothesizes a rich inner structure of the 

LIDA cognitive cycle. (Please see Figure 4.) Detailed 
descriptions are available elsewhere [18] [35].  

 

 
 

Figure 4. The LIDA Cognitive Cycle 
 
During each cognitive cycle the LIDA agent first makes 

sense of its current situation as best as it can by updating its 
representation of its current situation, both external and 
internal. By a competitive process, as specified by Global 
Workspace Theory, it then decides what portion of the 
represented situation is most in need of attention. 
Broadcasting this portion, the current contents of 
consciousness3, enables the agent to chose an appropriate 
action and execute it, completing the cycle. Thus, the LIDA 
cognitive cycle can be subdivided into three phases, the 
understanding phase, the attention (situation awareness) 
phase, and the action selection phase. A cognitive cycle can 
be thought of as a moment of cognition -- a cognitive 
“moment.”  

 
A LIDA controlled robot assistant or supervisor would be 

capable of learning in several different modalities, 
perceptual, episodic, procedural and attentional. In each of 
these modalities, it would also be capable of instructionist 

                                                           
3  Here “consciousness” refers to functional consciousness (Franklin 

2003). We take no position on the need for, or possibility of, phenomenal 
consciousness. 

 

134



 
 

learning, the learning of new representations, as well as of 
selectional (reinforcement) learning that modifies the 
strength of existing representations. Such learning may well 
prove critical to a fully functioning TriageBot system. 

V. CHALLENGES 
Operating a cognitive system in the complex dynamic 

environment of an ED poses many challenges.  Some 
challenges we have identified include the following. 

 
1. Roboethics is increasingly important to the design 

of robotic systems, especially those in which there 
will be a large amount of human-robot interaction 
(HRI).  Clearly, the proposed triage robots fall into 
this category.  Some of these issues are discussed 
and linked at http://www.roboethics.org .  An 
interesting discussion may be found in [36].  At all 
times, the health and safety of the patient must be 
safeguarded, thus the design of the system must 
take into account the relative capabilities of the 
robots and the human medical staff.  It is important 
to model and design the interactions to protect the 
patient.  Another major issue in a medical 
application is protection of the patient’s privacy, in 
particular making sure to protect the medical data.  
The system must be designed to adhere to existing 
protocols for protecting patient privacy.  These are 
just two ethical considerations among many that 
must be addressed. 

2. The system should support Natural Language 
Processing in this domain. Two of our robot 
assistants must communicate with patients in 
natural language, while all, including the supervisor 
must so communicate with humans. LIDA’s 
predecessor, IDA, whose task was finding and 
negotiating new jobs for sailors at the end of their 
current tour of duty [37], successfully automated all 
the tasks of Navy personnel officers.  IDA did so 
using email in unstructured English [38]. Much the 
same technique should work for the various 
TriageBot robots and the supervisor, except that the 
vocabulary of the emergency medical domain is 
much more diverse and specialized, presenting a 
challenge. 

3. Controlled by the LIDA architecture, the supervisor 
should be able to perform an agent-based 
differential diagnosis and suggest further tests to be 
performed. Differential diagnosis is a generic 
process for formulating diagnostic possibilities 
from the initial medical data.  Conventional 
approaches to computer-assisted diagnosis have had 
only limited successes in improvement of 
practioner performance, and to date have not 
proven effective in improving patient outcomes 
[39].  We suggest that an approach implementing 
human-style reasoning may prove successful where 
other approaches have failed.  LIDA is considered a 
suitable architecture for the implementation of a 
diagnostic agent, and the pre-ordering of tests based 

on diagnostic possibilities is an identified area for 
improving the workflow in a triage department 
[40]. 

4. Measuring the patient’s vital signs poses several 
potential difficulties.  The measurement sensors 
must be properly applied to the patient for reliable 
measurements.  While these measurements are 
being taken, the system should monitor for events 
of major importance, such as cardiac arrest.  
Additionally, since the patients may be in 
considerable discomfort their behavior may become 
erratic; thus the system should monitor for this.  We 
currently have an electrical engineering senior 
design project at Vanderbilt aimed at designing the 
robots at the registration desk and waiting room of 
the ED.  Their primary responsibilities will include 
gathering patient information, some initial vital 
signs, and basic patient monitoring. 

5. In monitoring the waiting room, the system needs 
to be able to interpret events such as fainting, 
falling or erratic patient behavior. This requires 
scene analysis and interpretation. Scene 
interpretation requires coordinating many separate 
tasks including occlusion reasoning, surface 
orientation estimation, object recognition, and 
scene categorization [41].  Such interpretation can 
be an exhaustive open-ended research project in 
itself, but the system can benefit from knowledge of 
the patient’s medical record.  Existing conditions or 
prior predisposition to fainting can lead the system 
to pay particular attention to specific patients in the 
waiting room.  Additionally, it may be possible to 
give the patient some type of badge to wear that 
facilitates visual tracking.  RFID tracking may also 
be considered. The ED domain will in particular 
require sophisticated event-based representations 
[42], a considerable challenge in an often-chaotic 
ED waiting room. 

 
Triage started as a clinical function, conducted by a nurse 

to sort and prioritize patient urgent health needs and has 
become a location for ED intake with operational challenges 
met only by novel approaches.  The function of triage has 
expanded to include diagnostics, treatments and assessments 
that take limited resources of time and healthcare personnel 
to accomplish. The available computer technology has 
stream-lined the information and has left data entry to the 
clinical staff [43].  Now registration clerks, paramedics, 
nurses, physicians, and police are members of a triage team.  
Most triage systems continue to depend on an experienced 
nurse to perform the triage task and coordinate the ED 
intake.  This requires situational awareness of the patients in 
the waiting room, number of patients waiting in the ED for 
admission, ambulance traffic and hospital capacity.  Over-
crowding, limited experienced personnel and healthcare 
demands can quickly lead to a bottle-neck situation in the 
entire ED system leading to serious mistakes with untoward 
health consequences.  A variety of strategies for triage 
assessment and decision making are utilized to met the 
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resource and operational demands of the process.  [6] [8].  
The innovation of healthcare robotics addresses the 
operational challenges of healthcare intake demands.  

 

6. CONCLUSIONS 
We have addressed some of the problems of busy hospital 

Emergency Departments related to shortening the waiting 
times of patients, relieving overburdened triage team 
physicians, nurses and medics, and with reducing the 
number of mistakes. We have proposed a system of 
cognitive robots and a supervisor, dubbed the TriageBot 
System that would gather both logistical and medical 
information, as well as take diagnostic measurements, from 
an incoming patient for later use by the triage team.  Recent 
advances in humanoid robotic design, in sensor technology, 
and in cognitive control architectures make such a system 
feasible, at least in principle. 
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